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LU;13 and a - o.,nd source s u! pc id d frum at1 .t appT Gx i Fiatel

the - .- ne depth as r)DA. The cc,,,puter f:enEr.tes 100 msec tone

bursts at either 1250 or 21,00 Hzi thcsc are ,anplified and

dvive the sutpended source. the digital Pi~ter is progr-antied

For either the 1150 to 1350 iz OT- the -2';00 to -600 Hz band,

a-. Lpprcpriate.

The selection proces.s drpeid. onlu cn the response of

f-ach eI ement relative to the selected TCF~rence phone, and

ist on at._olute sensitivity, sc, the drive level and signal

c-i.ditioner oain are adjusted to give a ,ocd signal-to-noise

r"-tjo, while avoiding overlozd.. iii either the driver or the

z.7T)a electronics.

The pulse repetition rate is varied, d.pendirg on ulater

d.p ti, array depth, and -aite from the 5o'urce to ADA, to

;void interfreriece from reflectEd arrivals. letueen pulses,

A Il c c,r:pLter chaniges sel ec ti on of the tf-st hydrC.phon e.

"ypically a 1 0 to 1. 5 second jittrval is used, so that the

.In of the 720 elenent s ry require tw ve to cighteen

ntlrlUteS. After a delay to a]lcw For the pulse travel tine.

c ;I/mon outputs of both the tutt and rcFPrence channels arTe

r.corded. The record is madv l'iig encLu h to be sure to

include the entire pulse arrivi:l, allowit, Foi- some variaticon

ire the array position while the rlemerits arc. scanned
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EE (. n t n o i5e outputs ..i e uwa s ured using the same

p v ogram# but LIi t h the driver' turned csFP. The E400-3200 Hz

digital filter is selected. 1he EjT-ay is directed eu~ay from

Li RB, t o e Iii n ia te nrac hinei-y Too ise. Ihe record length for

each hydrophone is 0. 5 seconds, so that the scan tales s ix

ne iiot es.

;'. Dlata reduction.

The recorded data are proce'ssed bg prcogrzims which read

the tapes ard produce disk Files containing relative signal

icsi!crise or noise po wje r for ec h h U roph one. Th e s i gnal

iousp ons e PTOgram uses a cross correlatioll Pilter to extract

lie s i gnal at th e test freqLni y in 25" riscc intervals. The

coi .eClation Eum LIS re s torud wo an inte-cred iat E- disk f ilIe,

w~hich may be used to produce a calibration report, if

[;(Sired. Fcor the selection proccdure, this rile is read by a

pi oraM Wh IC h te s ts the TcP e-rnc e r fii-ine 1 p c-er f or

stcc E-s sive 25 fr-set i rterVa IS uietil the leading eege of the

pult~e is found Then the datz toi a 7!, nicec iriterval are

Cosherently combined, and t hC- power j t calculated and

converted to decibels for both thu t ESt Tor d the reference

r h~ne Is. The difference is stored in the relative signal

rusponse file for input to the scelection prE-graM.

r For TIoi!.?. the time samples for each channel are squared
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zoid aveT'.9ged over a 300 f.:-1c in.T t ET , ;td s t ored in an

intermediate file. This date is then c, 0, 1v/e&d to noise

power relative to the Tef fe-enc e phone. The noise r.ay

optionally be normalized by the signal rcEsponse to yield the

equivalent input noise. Again, the result in dB is stored in

a disk file which will serve a!. ir-put to the selection

proCram. For this 300 frsec integration tine, the expected

El ror in the noise power estimite for the 800--3200 Hz band is

0. ;'3 dB.

I. Se]ecticn procedure.

The processed data files Pi,n, these ruiis are read by a

pTocT am whic h prints, or dis .p]ats for the operator. a

histogram of the realtive eCsponse or oi$ rs casuTe rent s.

FIom these, upper and l owutr acceptance limn its for good

hydi"ophones may be selected. "he selection program generates

a File which has three status indicators Fov each hydrC, phone:

,vie for signal response at eu.ch PI-equency, 6nd one for noise.

Initially, the indicators ar( i-n clea'-d. As each of the

processed data files is read, th, cippTopriate indicator is

,.t for every el eient whose response fails within the

specified limits. The final selection oF hydrophones to be

used b y the beamformer requii-cs all ttiet, status indicators

to be set.



In oTder not to reject Qood hydrophons because of a

si:qle bad rcading, two E.i gnr1 -resp on se runs at each

F7equency and two noise nowe. ru - s are ,ade. The selection

!t.ontus indicator will be ..et iF either of the two r adings

mc. ets the selection criterio. *he ac-suption is that the

piobability of the same good element being rejected by two

independent measurements is c.nc,] and that the chance that a

It6d hydrophone will be accepted on at lei;st one run on each

type of measurement is also smn l.

. Results and analysis.

A page of the relative reEponse surmary For the 2 June

I' 7B hydrophone selection is -eproduced in Fig. 11. 1. This

report is not used in the selection pT-occss, but is examined

to ensure that the results oF thE' measurements and the First

stages of processing are rearionable. Table II. I shous the

"t-.ponse distributions from which the operator chooses

acceptance limits. The veTtiCal bars indicates the limits

suwich were used in this case.

Two-dimensional histog.m oF the sMe T.uns are shown in

Figs. 11.2. These show a rc.,sorable consistency betwleen

.,LMS, i. e. , most of the mccsuTcrment pairs are clustered

zl I]ong the diagonal, where the two mec:surements are nearly

equal. We can use these his.tograms to justify, in an

8.
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iTs r al a'ay our earlier C]Lin that the !.election is not

1i &ley to reject a good hydT cphon. For ex nple, at 1250 Hz#

6/2 hydrophones are within tht acceptarice limits for one or

both runs, while ten are in limits, for Run I only, and nine

For Run 2 only. This means that the probability of rejectirC

good phone on a single run ir roughly 10/67;-, or 0. 015, and

that of of rejecting a pood phcne on two independent runs is

only about 0. 00022.

Figure 11. 3 i5 a printout .hvwing which hydrophones were

inhibited by the selection procedure ror this data. The

a-terisks indicate the rejected elements.

14.
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I I]. FLEIENT PO'SITION LRROR.i A,',D DDjM1E DISTORTION

Errors in arrival times zt the 'various array elements,

rulative to the times uhich would be expected for a plane

wave, arise for two rsasons: the true element positions are

flot exactly k:nown, and the teivefront is distorted by the

wzter ra s enclosed by the dome. The position errors are

primarily due to the compliant mounts, which do not stand

exactly perpendicular to the deck; additional errors may

arise from :varying mount len:Qths and possible bending or

buckling of the deck when the aT-, y is at depth. The water

in the dome is less saline thin seawater, and does not come

to thermal equilibrium until thE array has been submerged for

Slor, g ti me.

I. Experimental measurement.

The arrival times are MEVSsur ed L'S2nQ an experimental

sE-tup similar to that for. the element signal response

m-asur ements. The primary diFerence is in the element

5t.lection sequence. Again, one cal/mon channel is held fixed

or, a selected reference phone while the other is connected to

each element in turn. The aialysis program will use the

difference between the arrival times at the test and

reference elements as a mcasure of element position error

and/or wavefront distortion.

I

16.
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The eTrOrS of primary i nteeSt in connection with the

in~vestig~ation of array gain are those perpendicular to the

p lan~e of the array. For these, the m'eas ur pcj,ert is r,-de wi th

t he array oriented t CwLar d the source. However, since the

&ray is not entirely Statioriary during the measu'remenits, it

is necessary to have a concLurrLnit mEasurement of the angle of

incidence of the wavefront with ruspect to the plane of the

array. For this purpose, two pairs of additional reference

eements are chosen: on~e with ClEments at each end of the

array near the horizontal centerline, the other with elements

itvthe top and bottom near the vertical cnterline. The

p.(-letion sequence is inrterupted at regular intervals, and

i-fcords for the horizontal ard vertical pairs are included.

The signal frequency eid is 2700 liz. This has been

sected empirically to give a reproducible wavefounr with a

well-defined leading edge. Ihe one octave diital filter

b.nd from 1600 to 3200 Hz is twd. since a tairbt bared filter

would alter the shape of the leading edge.

n. Arrival time determination.

The data tapes are read by a program which measures the

airrival time on each cal/moi channel nd stores these in a

disk file for further analysis. Ihe operator monitors this

initial analysis with a display as shown in Fig. 111.1.
__Arrva time determination.





- - I i, -

-i Pht tT.c es r e 5h oL, n, foLr rC'r each of the tu, o cal/mon

channels. The upper trace oF c&;ch set oF Four is a 51.2 msec

(t,12 -amp le) ".,indow" of the data from the tape. The

recorded data includes from oie to four records oF 1024

ramples, and the operator must manually position the data

window within this larger set of data. ihis means that the

pirogram does not need to deal with multiple arrivals., and

helps the operator feel needed. Of course, the pulse

r-epetition rate must be set When the data is recorded to keep

S.urFace or bottom bounce arrivzJs from interfering with the

direct arrival.

The second trace is the envelope of the signal, obtained

by exponentially averaging the abolute value of the recorded

data. The averaging time waL experimentally adjusted to give

a reasonable compromise betueten leading edge definition and

ivoi.se rejection. The envelope data is scaned for the peak

level, then again for the position of the First sample which

exceeds half the peak. This pives an approximate measure of

the pOSit.on of the leadin. edge. The third trace is a step

function whose height is the peak envelope amplitude and

whose transition occurs at the leading edge of the pulse, as

determined byj the program.

To get a better measure of the position of the leading

19.
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edge of the pulse, the program uSE's an interpolation

algorithm to expand the time scAle in the region near the

edge by a factor of eight. Sixty-four points (16 before and

46 after the edge) are expanded to 512 points and displayed

in the fourth trace. The efFective samplerate For the

ititerpolated data is 80 kliz, which gives a position

resolution of 1. 8 cm.

The program must now search For a point in the waveform

which may be reliably idcntiFied. ror this particular

wc.'.eform, the first necative pc :k seems to be a good chc ice.

"Io make the measuTement rceoiably independent of element

-.cnsitivity, the peak is identiFied by comparing the data to

a threshold which is one thji-d of the pt.zk envelope level.

1his threshold was empiricallu Lhsen to give as reliable an

identification as possible.

The leading edge of the pu)E. - is not a particularly good

point for determining the ar-ival time. More reproducible

results are obtained by courtiiq severrl cycles into the

pulse to get beyond the trzriient response, which is not

closely matched from element to element. Ihe program finds

the positive-going axis cro:,;,ti:iq following the third negative

peak. This point is identified on the display by a vertical

oFfset, and its position is the final measure Of arrival

-20.



time. The a xis crossing iE. used because the time

determination is most pTrecise where the slope is a maximum.

3. Time diffeTence error determination.

The next step in the processing is to compare the

mcasured arrival time at each element (relative to the

r-cCrence hydrophone), to the expected time computed from the

.cmnrinal position of the elment. The expected arrival time

is. of course dependent on the -direction of the source

relative to the array, so two passes are made through the

tavel time data file. First, the program looks only at the

tizta for the hori2ontal and vertical reference pairs. From

these, it calculates and stores the components of a unit

vector normal to the waveFront. On the second pass, the

relative arrival time for each element is compared to an

expected value obtained by interpolating between the stored

vtctor components.

4. Results and analysis.

Figure 111.2 is a lis.ting of the position error

estimates for a typical run. Each pair of columns lists

hydrophone numbers, from 0 to 719, together with the

estimated position error, in centimeters. The asterisks

indicate hydrophones for which the program could not make a

position estimate or which had been previously masked out of

21.
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the array in the hydrophone s.]cction pTocCrs. Most of the

errors are cl ustered near zti1o. Some, houever, are in the

vicinity of 28 cm (a half wavelength at 2700 Hz) or 56 cm

(one wavelength). The one wavelength errors result from a

Failure of the program to correctly identify the first cycle

of the received pulse; the.e points were not numerous and

were ignored in the subsequent stitistical analysis of the

data. On the other hand, the half wavelength errors turn out

to identify hydrophones whose outputs are phase reversed

this was verified by examiiiinq the recorded waveform for

Eeveral such cases. There wc.re teI phase reversed

hydTophones, and they were inhibited dUring the remainder of

the operation.

In order to investigate the reproducibility of these j
measurements, position error cF.timates from three independent

runs have been compared. "Ihe absolute value of the

difference between pairs of estimates for the same hydrophone

has been calculated, and a histoQpam of thuse differences is

shown in Fig. 111.3. Ninrty percent of them are 3 cm or

less. The agreement between the data for the three runs has

been used as a selection criterion For the statistical

analyses which follow. A position error is rejected as

invalid if it is greater than !O cm (probably indicating a

23.
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phEse rev'eral or a one Laveei-Jth measuremcnt error) or if

it does not agree with at lc..t one oF the other two runs

ulithin 4 cm.

Using this criterion, the neiin pos ition error has been

Found to be 2 12 cm. Since the positions are relative, this

mE r ly represents the distance oF the TeFcrence hydrophone

FT em the mean array p Iane nd i s riot important. The tuo

tatistics which are significant ire the RMS deviation and

he mean Ebsolute deviation oF the hydrophories from the mean

al lay plane. These are 1.87 imd 1.49 cm, rcspectivelU. The

(lif n absolute error affects the peak beam response, as

discussed in Section IV, while thr RMS error is significant

Fcr the prediction of loss oF array gain for small signals,

which will be considered in Section V.

We can consider the appzr.nt position errors to arise

fiom two sources: a random physical position error due to

imperfect mounts and structure, and a systematic part

I(sulting from the wavefront distortion at the dome. To

isolate the dome effect, in table I1. I we have considered

the array to be divided into elcven horizontal slices, each

60 cm high. The mean position error for each slice is

listed. Also shown is the expected error of the mean, based

on the rumber of elements in the slice and the 1.87 cm

25.
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t.-itidard deviation for the whole array. The standard

deviation of the set of 11 means is only 0.56 cm, so the

wzJv.front distortion does vot contribute a najor portion of

the total position error.

27.
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IV. PEAK JEArM RESPONSE AT HIGH SIGNAL TO NOISE RATIO

The ability of the array Lrad b.amora"er to correctly

rccombine a coherent waveForm is me~sus'ed by training the

ar-ray toward the source susperded from ORB, transmitting

I pUlses at a high enough level so that the clipped beamformer

input statistics are dominated by the signal during the pulse

airival, and continuously reco'rding the short term average

(S]A) beam scan. A 100 msec pulse is used so that it always

cncompasses the full 50 msec integration time of at least one

f'l A samp l e.

The data tape is read bq a program which selects and

prints the largest beam output, bth as an absolute level and

as a fraction of the maximum pos.sible output. It also prints

the beam azimuth and elevation in both true and relative

coordinate systems. This printout is scanned to find the

pLIlse arrivals, and these rvadings are recorded for hand

The source level is set lu produce a signal-to-noise

ratio at the hydrophone outputs of approximately +10 dB.

Mc-asurements have been carried out at 1. 3, 1. 75 and 2. 5 kHz,

corresponding to frequencies transmitted by the towed tturce

during the June operation.

Because each beam response is a maximum only in a single

A 28.
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dii-ection and is SomeUhat rTeduced at angles between adjacent

beam centers, there is a problem in trying to nake precise

measurements of peak bEam rcsponse if the arrival happens to

be at such an intermediate angle. It ulas expected that small

riindom motions of the array ,uUld negate this ef ect if the

mEasurement were repeated sE-veTal ti mes, and the largest

value used. However, during the analysis oF the first trial

).un of this measurement, it wiaE. Found that this was rot the

case, particularly with repzrd to the bcam elevation angle.

The problem was solved by cr.ating a special beam set,

covering a smaller total solid angle, with the beams tightly

packed near the source direction.

The peak beam response was measured again, and the

I-Lsult to as still much lower than expect.d, suggesting that

the phasing was in error. To check this possibility, the

f olIowing test was devised. 1he beamformer was reprogrammed

by loading it with the coordinates of an hypothetical array

bith elements on a regular grid, ard the test signal

generator was enabled, so that the signal conditioner inputs

were driven with a sinusoidal signal. ihis should result in

a response pattern which has large grating lobes produced by

constructive interference at certain angles. In fact, these

lobes turned out to be smaller than predicted.

29.
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By using different sets of steered beams, it was

possible to isolate the prcblem to ore of the three

bcamf ormer sections. Fig. IV. I shows the peak grating lobe

level for beamformer A, which was working correctly, and

bt:einformer C, which was not. Ihe frequencies used were

chosen to be incommensurate with the 10 kHz sample rate,

since otherwise the phase errors. are rot random and exact

phasing occurs. The theoretical T'esponse for a uniformly

distributed phase error and an absolute value detector is

s-hOwn for comparison.

The error was found, after the operation, to be caused

by a bad integrated circuit multiplier which was not detected

during the system checkout. 1he faulty chip has been

replaced, and the checkout program has been modified.

The peak beam response as measured us-ng beamformer A

C-la)Y. The results are plotted in Fig. IV. 2 as a function of

relative bearing angle. Note that the peak beam response

,hows little or no dependence on angle. The theoretical

Icvcls shown are again calculated for uniFormly distributed

phe:se errors and an absolute value detector. The measured

values are roughly 1 dB below the theoretical levels. The

ar,-axis measurement at 1300 Hiz falls very close to the

theoretical curve. However, this sample occured on the

30.
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tj-oadside beam, where the tiase delays generated by the

bcamformer are zero and the phase error is not randomly

distributed orVer the fuLllI raiige of 2 ; For this case the

theoretical peak response could approach unity.

The measurement of hydiophone position 'errors and

wa.vefront distortion at the domie was discussed in Section

III. The rnean absolute error in the direction normal to the

plane of the array was found to be 1.49 cm. At 2500 Hz, this

IS 0.0248 wavelength, and should reduce the peak response by

only 2. 5 percent. The reduction is even smaller at the lower

Fi-equenc ies.

1 33.



M."L -U-58/78

V. ON-AXIS ARRAY GAIN FOR SAiI L :-IGNALS

The measurement discussr.d in this section was made using

a sound source suspended fiom a ship at ranges from 5 to 12

kiloyards. The transmitted siqnal was a superposition of

sinusoids at 1.0, 1.3, 1. 75, znd 2. 5 kHz. The undetected

outputs of a single hydrophoie and a beam trained on the

source were recorded. The power spectra of the recorded data

were then computed and plotted, as. illustrated in Fig. V.I.

This data can be interpreted in two diFerent ways. which we

s.hall discuss in turn.

J. System sensitivity.

Here we want to consider the sensitivity in a way

.lalogous to the calibration oP a hydrophone. A fundamental

property of the DIMUS systen, s that the inputs to the

b :;mformer are perfectly Tonialized, i. e., the clipped

sijanals have constant power. C)early, then, the sensitivity

is not just a property oF the system, but depends on the

nature of the acoustic environmE.nt. For a signal which is

small compared to the noise (at the hydrophone outputs) the

system is nearly linear, so the beam output can be used as a

m asure of absolute signal levl.

First, however, the bean. outputs must be denormalized by

multiplying them by the signal level at the clipper inputs#

34.



I

-30
12 kYO HYOROPHONE

E 40 SPECTRUM LEVEL

00

Q. -50

-O

_60 /
00,D

>

x . -70

-80 ,._• I ' $.' s"
-30

12 kYD BEAM
a0 -40 LSPECTRUM LEVEL ,

E

050E. cl_ -60
0.0

2 -70 (I
-80 , I I I I

0 1 2 3 4 5

Frequency, kHz

Figure NI Element and beam spectra

35.



* i

MPL-U-56/78

ind corrected by a frequency dtppeiident gain factor to correct

For the beamformer losses, including clipping. In the ideal

case this factor would just be the 7/2 clipping loss. The

hydrophone response, in the direction of arrival of the

.. iqnal, must then be applied to ar'rive at the signal sound

pi-essure level. These corrections. are not made by the system

hardware, but must be done aftcr the fact if, for example, we

want to use the array to mtisure sound pressure levels in

connection with a propagation loss experimrnt.

The plotted spectra have been used to calculate the

Frequency-dependent beamiforner pain factor. The calculation

is summarized in Table V.I. ihe First two columns of the

table identify the data reccord aiid the frequency. LB and NB

aTe the line level and noise level for the beam, and CLB is

the beam line level correct.d For the noi.e. Since the beam

s.igvial-to-noise level is high, the correction is small. LE,

NE and CLE are the analogous levuls for the element; in this

case the corrections are more r.inificant. ihe RMS element

output is available in the header of the spectrum plot. This

it used to denor alize the bccmFoin.er line level, and the

result is listed in the columi labeled LJLB. Finally, the

heamformer gain is obtained by tubtracting the input (CLE)

From the denormalized output (MlLB).

36.
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If the gain factors are zvci-aged at each frequency, the

r.Es.ult is -3.4 dB at 1.0 LH7, -,'3.2 dB at 1.3 kHz, -5.7 dB at

1. -/5 kHz, and -6. 2 dB at 2. 5 Lk1z. While only one reading was

obtained at 1. 0 kHz, the readings at the other frequencies

For the same data record are above the averages, and we may

at least hope that the beam was well trained on the target

and that the 1. 0 I:Hz reading is valid.

For comparison, the theoretical DIMUS clipping loss is

-- dB. An additional correction should be made because the

rpFcrence level for the plotted beam spectra is full scale

P Eak amplitude, and should really be RMS amplitude. IF we

z. sume this correction is approximately 3 dB (which would be

correct for a sinusoidal wavcUorm) the expected gain would be

-5 dB, which lies within the raige of measured values. The

lower gain values obtained at higher frequencies can probably

be ascribed to not having the audio beam stL-ered exactly on

the source. which would aFFect the hiqhc-r frequencies more

strongly because of the narvower beam. i-or the 04:57:20

rrcord, the frequency dependetice is less pronouncedi the beam

may have been better trained on the target.

The average gain factors listed above were used in the

analysis of the propagation lost estimrates used in Ref. 5.

1 _38.
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:'. SC atial p-c.cessing gein.

SAlt erratively, the plotted spectra may te used to

c.iculate the processing a ,in, i. e. the gain in

si al-to-noi se ratio, provioted by the bra Fo rmer. The

Si gnal-to--noise ratios at the outputs oF the hydrophone and

the beam, for each of the sourc e I ines, are read fi om the

plots and compared. Natuiz)ly, the spectrel lir,.S include

both signal and noise, and this. eFfect MIust be corrected to

yEt true signal-to-noise ratio. For example, if the ratio of

nignal-plus-noise to noise is 1 (;B, the signal itself is.

about 10 dB below the nois C. In this case, very small

vi-riations in signal-plus-noi5sc will produce large changes in

the result. Since what we .:rr trying to measure is the gain

For signals which are small Et thr hydrophone outputs., the

caTeful selection of data is es..eitial.

The spectrum analysis program correctE. the data for the

;ialysis bin width, so that Ur iCtL, aly havv spectrum level

rather than line level. Howcv.r, this applies to both the

l ].nient and the beam data, a ,d does not affect their

dif Ference.

The calculated processing gain for scveral data points

at each of the four source Frcquencies is plotted in Fig.

V.2. The 1.6 to 3.2 kHz digital filter was in use when this

data was taken, and as a vesult the values obtained at 1.0

39.
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i.nd I. 3 kHz represent out-of -L,:Tid processing gains which are

lower than would apply if the Eystem were operated with the

)cw band or wideband filter. "lhe reason i. that, although

the filter reduces the low Pr-quency components for both the

hydrophone and the bear data, the beanformer clipper noise

will have a greater relative contribution than it would

otherwise, and will Teduce the meisured array gain.

It should be noted that this aTray gain is MeasuTed with

rE-pect to the hydrophone outputs and so does not include the

directivity index of the hpdrophones th ,rri elves. The

efFective noise directivity index of the i-eceiving elements

wais determined by comparing the outputs Fi om a hydrophone

operating in the directional mode and in the onni mode with a

'OO Hz wide I kHz center Frequency filter band. These

nitas.urements, made online with an RMS voltmeter, indicated

that the effective directivity index of the element was

4.5 dB.

41.
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VI. SUMMARY AND CONCLUSIONS

Element position measUrements confirmed that the

deviation of the array elements from the Lavefront of an

ecoustic wave normal to the deck had an overall RMS value of

1.87 cm, which is a phase eri-or of .IC rdians at 2. 5 kHz.

ihe effect of these deviations wuld be expected to reduce

the array gain by 0. 14 dB.

Peak beam response at high signal-to-nois.e ratio uielded

rrsponses which fell below the thi.oretically expected results

by Lbout 1 dB. This differe|,ce indicates that there ray be

scise residual hardware deficiencies becaur.e the precision of

gQnerating a sum with a high signal-to-roi-e ratio should be

quite high Houever, the excellent aqTeement with expected

97ating lobe response obtained with the timulator input would

insdicate that any deficienc.y ,,tat. not in the bearrforner, but

in the hydrophone system.

Small signal beam sensitivity measurements pTovide the

..ystem calibration factors rctquired to inFer acoustic line

levels from beam output spectra. These factors were the onet.

uted to compute propagation ln..s in the dctection experiment

bf Ref. 5.

The effective spatial p-ocefsin gain of the array as

determined by a comparison of simultaneously measured signal

4
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line levels and broad band )cJis.e spectrum levels on an

v I ement and on a beam output yields in-band processing gains

oF about 24 dB. This is 1 d13 lower than the theoretical gain

oF 25 dB for a DIMUS proce ssor0 with the 513 elements used

in the measuremrent. This I dlB diFference is consistent with

the results of the high .nioal-to-noise peak beam response

hCl ;-UT Errients.

The overall spatial pToceS iIIg gain oF the array is the

S.um of the hydrophone directional gain and the array gain,

;'4 + 4 5 2 9. 5 dB.

1i 43.
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